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HPC-driven computational reproducibility: 
Why is it important?

● “Reproducibility is a Process, not an Achievement” (Lin & 
Zhang, 2020)

● Ensure quality science
● Help to “frame the agenda of digital curation” (Stodden, V., 

2011. Reproducible Research: A Digital Curation Agenda) 
● Central to scientific communication

http://web.stanford.edu/~vcs/talks/IDCC-Dec62011-STODDEN.pdf


HPC-driven computational reproducibility: 
What is it?

● ⇒ Obtain consistent (qualitative) research results
○ Different team
○ Same experimental setup

■ Same artifacts (input data, simulation/numerical model)
■ Same computational steps, methods
■ Different cluster environment: (formerly West Virginia University cluster; now Stampede2 

and Comet)
● Compiler (bbox.cc) ⇒ modify source code
● Hardware  (Intel Skylake and Haswell CPUs)

■ Different conditions of (post-processing) analysis 
● C++ && AWK && Bash && gnuplot ⇒ Python 



HPC-driven computational 
reproducibility: A case study 
in Astrophysics
● We attempted to reproduce a study:
○ IllinoisGRMHD: an open-source, user-friendly 

GRMHD code for dynamical spacetimes
(Etienne et al., 2015)

https://iopscience.iop.org/article/10.1088/0264-9381/32/17/175009/pdf?casa_token=czdL4ziGXsIAAAAA:R5ijfWM59-cow8hyc6O_TXMC3Bvj3R4WlGTcpQi92fYXVAkpgwYWpdKUC7qVlxdtsQUB5py6idVT4foXUBM


HPC-driven reproducibility experiment setup

● Link to the code: IllinoisGRMHD
○ Instructions for downloading, compiling, and using 

IllinoisGRMHD: 
http://astro.phys.wvu.edu/zetienne/ILGRMHD/getstarte
d.html” 

● HPC resources: XSEDE

○ Stampede2's Skylake (SKX) @Texas Advanced 
Computing Center (TACC) 

○ Comet @San Diego Supercomputer Center (SDSC)

http://astro.phys.wvu.edu/zetienne/ILGRMHD/IllinoisGRMHD_Sept_1_2015_public_release__based_on_ET_2015_05.tar.gz
http://astro.phys.wvu.edu/zetienne/ILGRMHD/getstarted.html


Workflow

● Download 

● Compile & build

● Execute simulation

● Post-analysis
Reproducibility Demo 



Preliminary results of the reproducibility 



Observations & lessons learned 

● Link rot (to code) in the paper
● Missing key parameter (file) in the paper
● Lack of cluster-specific documentation 
● ⇒ Compilation errors

○ Unstoppable upgrades: cluster (SW stack, libraries, 
compilers)



Observations & lessons learned (cont.)

● Building issues

○ If installed on local laptops

■ Have to be clean slate 

○ If installed on local institutional cluster 
platform

■ ⇒ Setup issues 

● ⇒ Provide instructions on building 

■ Documentation 

● Checklist 

● Execution complications at 
other clusters: Comet  
○ Cluster (SW + hardware)

● Issues when submitting jobs 
(shell script vs. command line) 
to queuing system



Why are HPC-driven research 
reproducibility and reuse so difficult? 

● Model/code  
○ Model/code availability/ease of use
○ Platform/system availability 
○ Where/how was this run? 
○ Model interoperability, re-usability (setup, etc.)

● Human efforts 
● Data 

○ Simulation inputs
○ Output usability



Why are HPC-driven research 
reproducibility and reuse so difficult? (cont.) 

● Accessibility 
○ Conformance to open or established standards
○ Archival accessibility 
○ Longevity of the technology

● Cost 
○ Computational cost
○ Storage cost



Opportunities of HPC-driven research 
reproducibility and reuse 
● Ensure transparency, reproducibility and reusability of research results
● Provide effective communication of research outputs (publication, data and 

code) and advanced research computing resources
● Promote enhanced access to research outputs and resources

○ Policies and strategies 
○ Network and collaborative initiatives 
○ Research infrastructures 
○ Research software as a primary output of research



Opportunities of HPC-driven research 
reproducibility and reuse (cont.)
● Develop standards for reproducibility badges

○ NISO’s Draft Recommended Practice for Reproducibility Badging 
and Definitions

○ ACM Artifact Review and Badging Version 1.1 - August 24, 2020
● Tools & platforms for supporting computational science 

○ Dissemination/reproducibility platforms (code ocean, Whole Tale)
○ Workflow tracking (Kurator)
○ Better documentation (Jupyter notebook)

● Practices & guidelines 
● Training opportunities 

https://www.acm.org/binaries/content
/gallery/acm/publications/large-
replication-badges/all-badges.png

https://groups.niso.org/apps/group_public/download.php/23561/RP-31-202X_Reproducibility_Badging_draft_for_public_comment.pdf
https://www.acm.org/publications/policies/artifact-review-and-badging-current
https://codeocean.com/
https://wholetale.org/
http://kurator.acis.ufl.edu/kurator-web/
https://jupyter.org/about
https://www.acm.org/binaries/content/gallery/acm/publications/large-replication-badges/all-badges.png


Outlook 

● Extensive re-use of data and code will become the 
norm

● Researcher competitiveness will be re-defined with 
multi-facet metrics

● Cultural change 



Takeaways 

● “Reproducibility is a Process, not an Achievement”
● Greater clarity and guidance on dissemination of computational 

claims
● Code dissemination + full workflow documentation + instructions 

on the building and running environment 
● Research community’s recommendations on good practices
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